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Problem Setting

® Motivation: adapt model on user’s device to optimize performance on local

data distribution Use device’s own data to quickly adapt
the model for the current test image

Deploy the pre- |
trained model
to many edge

devices




Challenges and Desiderata

® Keep data local for privacy O X

O Local processing - no cloud

at
® Feed-forward ow
O Backpropagation is slow and may not be supported on mobile devices

® Latent domains
O User's local stored data is of mixed relevance to each test instance

Leopard Monkey

® No labels for user’'s examples
O No class or domain labels
O Same label space

Source dataset
Camera 1 Camera 2

® Source-free
O Access only to the pre-trained model, not the source data

Target dataset



Latent Domain Adaptation

Latent domain adaptation:
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Modelling Users as Tasks

e FEach user has their own set of unlabelled images: support set
O Randomly sampled combination of domains
O Used for adaptation of the model

® For benchmarking we have labelled test images for each user: query set
O Coming from one of the domains available in the support set




Our Solution: CXDA

e Key idea: use a cross-attention mechanism to identify and exploit relevant
support instances for adapting to the query example

® [mage-to-image cross attention
O Flatten all features of an image into a vector
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Overall Workflow

® Pre-training across many randomly sampled tasks
O Inner loop: feed-forward adaptation using the support set
O Outer loop: gradient-based training of the model parameters

e Evaluation on tasks randomly sampled from new unseen domains
O Feed-forward adaptation on new tasks

Pre-training:

%. (Tt )= [Tz )= = [T ) — %.

Evaluation:

%._.[ T | %—[ =2 %._.[ G |




Evaluation

® Synthetic and real-world benchmarks
o0 FEMNIST, CIFAR-C, TinylmageNet-C, iWildCam

Motion Blur Zoom Blur

Brightness Contrast Elastic




Main Results

FEMNIST CIFAR-C TinyImageNet-C iWildCam

Approach W10% Avg W10% Avg W10% Avg W10% Avg

ERM 52714 772+£09 443+05 686+03 48+02 26404 00x00 38.7x038
CML [39] 04:+13 760409 4481085 69505 48+05 257406 0000 387x1.1
BN [18,39] 322+18 78007 454107 693+04 35391+02 277+03 19+11 425408
Our CXDA 533+06 783+00 494+06 720+03 65+02 286=+03 36+15 435+15
FT-EM (TENT) [ |] 51714 77608 449+06 692+04 39+04 257+£03 00x00 386=£08
FT-IM (SHOT) [26,31] 525%+12 775+08 456x05 695+03 48+04 246=+10 00X£0.0 38.7+038
SF-OCDA [40] 515+14 T7715+07 46712 701+05 55+02 26.7+02 00+00 3841+06
CoTTA [36] 514+04 768+02 462+03 698+02 49+05 260+0.7 00+00 38.6+05
SLA [7] 460+14 741+08 408+1.1 640+07 25+0.1 169+03 00+00 299+14

Table 1. Main benchmark results: average and worst-case (worst 10% tasks) test performance, with standard error of the mean across 3
random seeds. Accuracy is reported for all except iWildCam, where F1 score is used (%). The best results are highlighted in bold. Our
CXDA approach achieves the best performance across all of the benchmarks.



Domain Supervised Adaptation

® Supervision helpful in multiple cases but can be outperformed

Cross-attention FEMNIST CIFAR-C TinyImageNet-C  iWildCam

Domain-unsupervised 78.3+£0.0 72.0+£0.3 28.6 £ 0.3 435+ 1.5
Domain-supervised 7944+04 69.8+04 28.6 +£0.2 520+£1.2

Table 2. Comparison of domain-unsupervised and domain-supervised CXDA on our benchmarks. Average test accuracy for all benchmarks
apart from iWildCam where F1 score is reported (%). Domain supervision is helpful in multiple cases, but can be outperformed.



Speed Evaluation

e Our CXDA:
O Best performance

O Capable of real-time adaptation with similar speed as the other feed-forward baselines
o Significantly faster than the back-propagation based approaches

Test accuracy (%)
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Analysis of Attention Weights Across Tasks

® Significant weight spent on attending to examples in different domains
O Exploiting knowledge transfer beyond the boundaries of the standard domain annotation

® Overall more attention to the in-domain instances
O Learned to match query instances with corresponding domain instances in the support set
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Analysis of Attention Weights on a Task

Location #288

Smallest attention weights

W: 0.007

W: 0.000




Summary

® New highly practical problem setting for resource-constrained devices

O Unlabelled data
O Mixture of domains
O Feed-forward adaptation

® Novel solution based on cross attention that selects relevant examples and
uses them for real-time adaptation
® Project page: https://ondrejbohdal.github.io/cxda



https://ondrejbohdal.github.io/cxda
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