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Problem Setting

● Motivation: adapt model on user’s device to optimize performance on local 
data distribution 



Challenges and Desiderata

● Keep data local for privacy 
○ Local processing - no cloud

● Feed-forward
○ Backpropagation is slow and may not be supported on mobile devices

● Latent domains
○ User’s local stored data is of mixed relevance to each test instance

● No labels for user’s examples
○ No class or domain labels
○ Same label space

● Source-free
○ Access only to the pre-trained model, not the source data
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Latent Domain Adaptation



Modelling Users as Tasks

● Each user has their own set of unlabelled images: support set
○ Randomly sampled combination of domains
○ Used for adaptation of the model

● For benchmarking we have labelled test images for each user: query set
○ Coming from one of the domains available in the support set



Our Solution: CXDA

● Key idea: use a cross-attention mechanism to identify and exploit relevant 
support instances for adapting to the query example

● Image-to-image cross attention
○ Flatten all features of an image into a vector



Overall Workflow

● Pre-training across many randomly sampled tasks
○ Inner loop: feed-forward adaptation using the support set
○ Outer loop: gradient-based training of the model parameters

● Evaluation on tasks randomly sampled from new unseen domains
○ Feed-forward adaptation on new tasks

Task 1 Task 2 … Task N

Pre-training:

Evaluation:

Task A Task B Task C



Evaluation

● Synthetic and real-world benchmarks
○ FEMNIST, CIFAR-C, TinyImageNet-C, iWildCam



Main Results



Domain Supervised Adaptation

● Supervision helpful in multiple cases but can be outperformed



Speed Evaluation

● Our CXDA:
○ Best performance
○ Capable of real-time adaptation with similar speed as the other feed-forward baselines
○ Significantly faster than the back-propagation based approaches



Analysis of Attention Weights Across Tasks

● Significant weight spent on attending to examples in different domains 
○ Exploiting knowledge transfer beyond the boundaries of the standard domain annotation

● Overall more attention to the in-domain instances
○ Learned to match query instances with corresponding domain instances in the support set



Analysis of Attention Weights on a Task



Summary

● New highly practical problem setting for resource-constrained devices
○ Unlabelled data
○ Mixture of domains
○ Feed-forward adaptation

● Novel solution based on cross attention that selects relevant examples and 
uses them for real-time adaptation

● Project page: https://ondrejbohdal.github.io/cxda

https://ondrejbohdal.github.io/cxda
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